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Motivation



Personalized Information Paths

Echo chambers and filter bubbles: users are provided 

with content that perpetuate their own beliefs and 

attitudes

Contribute to confirmation, increased polarization and 

fragmentation of the society



Increasing diversity in personalization



Previous Work

There are only few studies that looked into how frequent users of the web perceive

personalization processes



Research Questions

How users are perceiving personalization in information access systems, especially 

when algorithms are guiding them into filter bubbles? 

What is their view on the use of their personal data for personalization?

How it affects their trust to an information access system?

Does the opacity of personalization algorithms affect their attitude towards 

personalization?



Methodology

Online Survey Study

Participants: 61 Active members of online 

communities

Gender:  14 Female , 1 other
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Results: Awareness of Algorithmic Processes
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Results: Awareness of Algorithmic Processes
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Algorithms treat all users in the same way

My interaction with social media and search engine content, may influence the content that will be
recommended to me in the future

Almost all applications that we use daily are driven by an algorithm

Algorithms treat all users in the same way

participants in the age group of 19 - 25 were 

marginally statistically significant more negative 

compared to other age groups

Kruskal – Wallis H test 

H(5) = 11.169, p = 0.048



Results: Attitude Towards the “Filter Bubble”
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Results: Data Sharing for Personalization
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Results: Transparency of Personalization Services
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Results: Attitude towards Personalization
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I trust how my personal data is being used for personalization

Personalization algorithms generate accurate predictions, based on my data

I am receiving objective information through personalization

I like that through personalization I am saving time by consuming only
information that interest me

I like that through personalization I am receiving content recommendations that
are relevant to my interests based on my collected data

personalization provides me with diverse information

There is a lot of bias on the recommended content through personalization

Over-personalization contributes to the perpetuation of stereotypes on the web
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Results: Data Sharing and Trust

H1: Participants who consent to applications to use and manage their data in the expense of receiving

more accurate personalization, will also trust how their data are being used for providing

personalization services.

Wilcoxon signed ranked test : z = -4.920, p<0.000

Participants (27%) indicated that they consent to applications to use their data for personalization, while 39%

stated that they do not trust how their data are being used.

H2: Participants who consent to applications to use and manage their data in the expense of receiving

more relevant content, are also willing to share more data in order to receive more accurate

information/content.

Wilcoxon signed ranked test: z = -5.395, p<0.000

Participants indicating that although they consent to applications to use their data for providing personalization,

they are not willing to share more data in the future.



Overall

Enhancing the user awareness of algorithmic processes as well as the systems’ 

transparency.

Strong relationship between the willingness of the user to share data for personalization, 

and trustworthiness of the systems. 

More transparency and the need to control how their personal data would be used by 

the algorithms. 

Responses point to the need for explanations on how the collected data impacts the 

content they receive.

Through personalization they save time, confirming the important role of personalization 

in information access systems today



Tools for user awareness
CYCLOPS is an example

Anthi Ioannou, Nicolas Ioannou, and Styliani Kleanthous. 2023. Cyclops: Looking beyond the single 

perspective in information access systems. In Adjunct Proceedings of the 31st ACM Conference on 

User Modeling, Adaptation and Personalization (UMAP ’23 Adjunct), June 26–29, 2023, Limassol, 

Cyprus. ACM, New York, NY, USA, 6 pages. https://doi.org/10.1145/3563359.3597398



Current and Future work

Understanding Human Perceptions of Image Tagging Algorithms

▪ a research tool for understanding people’s 
perceptions on ITA outputs and

▪ as an awareness tool to help the general public in 
understanding the risks when using applications that 
are based on ITAs

• Raise awareness about explanations 

• Help in building trustworthy AI – Human 

Interaction 

Canvas City allows for different scenarios to be loaded 

and through the user interaction we can collect data and 

understand how do they perceive different system’s 

decisions and explanations associated with them.
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