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N] Personalized Information Paths

N users are prOV|ded Modeling echo chambers and polarization dynamics in social networks
Wlth Content that perpetuate thelr Own bellefs and Fahian Baumann,! * Philipp Lorenz-Spreen,” Igor M. Sokolov.? and Michele Starnini®:

.  Institule for Physics, Humboldi- University of Berlin, Newtonstrafle 15, 12489 Berlin, Germany
attItUdeS * Cenler for -1r_1'r.',“!'|'.'r Hatwnality, Mar Planck Institute for Human Development, Lendzeallee 95, 14195 Berlin, Germany
‘IRIS Adlershof, Humboldt-University of Berlin, Newtonstrafle 15, 12489 Berlin, Germany
‘IST Foundation, wia Chisola 5, 10126 Torino, faly

Echo chambers and opinion polarization recently quantified in several sociopolitical contexts and

C - b f' - - d I - - d across different social media, raise concerns on their potential impact on the spread of misinforma-
Ontrl Ute to COn I rma.tl On y I ncrease po arlzatl On an tion and on openness of debates. Despite increasing efforts, the dynamics leading to the emergence

. - of these phenomena stay unclear. We propose a model that imtroduces the dynamics ol radicaliza-
fragmentatlon Of the SOCIety tion, as a reinforcing mechanism driving the evolution to extreme opinions from moderate initial
conditions. Inspired by empirical indings on social interaction dyvnamics, we consider agents char-

acterized by heteroreneous activities and homophily. We show that the transition between a global

Technology in Society 71 (2022) 102136 consensus and emerging radicalized states is mostly governed by social influence and by the contro-

versialness of the topic discussed. Compared with empirical data of polarized debates on Twitter,
Contents lists available at ScienceDirect

T'fclﬂulsnm- the model qualitatively reproduces the observed relation between users’ engagement and opinions,
s as well as opinion serregation in the interaction network. Our hndings shed hight on the mechanisms

Technology in Society

that may lie at the core of the emergence of echo chambers and polarization in social media.

journal homepage: www.elsevier.com/locate/techsoc
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Bursting filter bubbles in a digital age: Opening minds and reducing opinion | &
polarization through digital platforms

Gali Einav™ , Ofir Allen ", Tamar Gur“, Yossi Maaravi ““, Daniel Ravner

# Adelson School of Entrepreneurship, Reichman University Herzliya, Israel

® Baruch Ivcher School of Psychology, Reichman University, Herzliya, Israel
© Department of Psychology, The Hebrew University, Jerusalem, Israel

4 The Perspective, Tel Aviv, Israel

* Adelson School of Entrepreneurship, Reichman University, Herzliya, Israel

ABSTRACT

Filter Bubbles, exacerbated by use of digital platforms, have accelerated opinion polarization. This research builds on calls for interventions aimed at preventing or
mitigating polarization. This research assesses the extent that an online digital platform, intentionally displaying two sides of an argument with methodology
designed to “open minds” and aid readers willingness to consider an opposing view. This “open mindedness” can potentially penetrate online filter bubbles, alleviate
polarization and promote social change in an era of exponential growth of discourse via digital platforms.
Utilizing “The Perspective” digital platform, 400 respondents were divided into five distinct groups varying in number of articles reading material related to “Black
Lives Matter” (BLM). Results indicate that those reading five articles, either related or unrelated to race, were significantly more open-minded towards BLM than the f AI re
control group. Those who read five race-related articles also showed significantly reduced levels of holding a hardliner opinion towards BLM than control. Kﬂ
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Increasing diversity In personalization

Auditing YouTube’s Recommendation Algorithm

for Misinformation Filter Bubbles

IVAN SRBA, ROBERT MORO, and MATUS TOMLEIN, Kempelen Institute of Intelligent

Technologies, Slovakia

BRANISLAV PECHER, Faculty of Information Technology, Brno University of Technology, Czechia
JAKUB SIMKO, ELENA STEFANCOVA, MICHAL KOMPAN, ANT™PEA LIDALZALIA

JURAJ PODROUZEK, ADRIAN GAVORNIK, and MARIA BIELI

Intelligent Technologies, Slovakia

In this article, we present results of an auditing study performed over YouTu
fast a user can get into a misinformation filter bubble, but also what it takes t
the bubble enclosure. We employ a sock puppet audit methodology, in which
as YouTube users) delve into misinformation filter bubbles by watching misii
Then they try to burst the bubbles and reach more balanced recommendation
debunking content. We record search results, home page results, and reco:
videos. Overall, we recorded 17,405 unique videos, out of which we manually a
of misinformation. The labeled data was used to train a machine learning moc
classes (promoting, debunking, neutral) with the accuracy of 0.82. We use th
remaining videos that would not be feasible to annotate manually.

International Journal of Data Science and Analytics (2023) 16:255-269
https://doi.org/10.1007/s41060-022-00354-9
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Pull-push: a measure of over- or underpersonalization in
recommendation

Gebrekirstos G. Gebremeskel' ( - Arjen P. de Vries'

Received: 31 December 2021 / Accepted: 31 July 2022 / Published online: 3 September 2022
© The Author(s) 2022

Abstract
A recommender system imposes differences between users, by presenting to them different recommenc

Understanding and Controlling the Filter Bubble through
Interactive Visualization: A User Study

Sayooran Nagulendra and Julita Vassileva
Department of Computer Science
University of Saskatchewan,
Saskatoon, Canada

{sayooran.nagulendra, julita.vassileva} @usask.ca

ABSTRACT

The “filter bubble” i1s a term which refers to people getting
encapsulated in streams of data such as news or social network
updates that are personalized to their interests. While people need
protection from information overload and maybe prefer to see
content they feel familiar or agree with, there is the danger that
important issues that should be of concern for everyone will get
filtered away and people will lack exposure to different views,
living in “echo-chambers”, blissfully unaware of the reality. We
have proposed a design of an interactive visualization, which
provides the user of a social networking site with awareness of the
personalization mechanism (the semantics and the source of the
content that is filtered away), and with means to control the
filtering mechanism. The visualization has been implemented in a
peer-to-peer social network, called MADMICA, and we present

respond to, resulting in different “reaction” lists. Comparison of the differences in the recommenda____here the results of a laree scale lab studv with 163 crowd-sourced
can indicate different user states. Users can approve the imposed difference, end up narrowing the difference between them
(pulling each other closer) by consuming more of the items in common or enlarge the difference between them (pushing each
other further apart) by consuming the items not in common. When users do not approve the differences, they are either in a
push state (implicitly disapproving under-personalization) or in a pull state (implicitly disapproving over-personalization). We
offer the pull-push metric to quantify the magnitude of pull or push—measures of disapproval by the users of, respectively,
over-personalization and under-personalization. Application on simulated datasets shows that users can push each other away
up to disjoint sets or pull each other closer up to identical sets. On real-world datasets, we find that the particular recommender
system was under-personalizing its recommendations. We show how the pull-push metric can be merged with another metric
of personalization to come up with a measure of the potential for improvement in a recommender system and discuss its

relationshin to nonnlaritv hias
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[1]. Nearly a quarter (24 %) of the content that is shared on the
internet is shared on Facebook [2] and more than 3.5 billion
pieces of content are shared each week [3], creating a stream of
data that can overload any user. The social data overload problem
is commonly solved by filtering out the irrelevant data.
Personalized stream filtering mechanisms can reduce information
overload by presenting the user with only the content deemed to
be the most relevant. Some of the major social media sites, such
as Facebook, Digg and YouTube, have already implemented
personalized stream filtering.

Paradoxically, the main problem with information filtering
algorithms is that they could be “too good”. The high level of
optimization to the scope of interests of the user, inferred by these
algorithms from the user’s previous behavior, leads to users
becoming encapsulated in the “bubble” of their comfort, seeing
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Confirmation Bias in Online Searches: Impacts
of Selective Exposure Before an Election
on Political Attitude Strength and Shifts

Kenneth Holstein
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School of Communication, The Ohio State University, 3020 Derby Hall, Columbus, OH 43210 . )
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Netherlands ABSTRACT

The potential for machine learning (ML) systems to amplify
Axel Westerwick
ular and academic attention. A surge of recent work has
focused on the development of algorithmic tools to assess
and mitigate such unfairness. If these tools are to have a
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social inequities and unfairness is receiving increasing pop-

CHI 2019, May 4-9, 2019, Glasgow, Scotland, UK

Improving Fairness in Machine Learning Systems:
What Do Industry Practitioners Need?
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Microsoft Research &
University of Maryland
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Microsoft Research
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Perception of fairness in algorithmic
decisions: Future developers’ perspective

Styliani Kleanthous,’->** Maria Kasinidou,' Pinar Barlas,” and Jahna Otterbacher’?

1Cyprus Center for Algorithmic Transparency, Open University of Cyprus, Faculty of Pure & Applied Sciences, 33 Yiannou Kranidioti Avenue,
2220 Latsia, Nicosia, Cyprus

2Transparency in Algorithms Group, CYENS Centre of Excellence, 23 Dimarchias Square, 1016 Nicosia, Cyprus
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THE BIGGER PICTURE Fairness, accountability, transparency, and ethics (FATE) in algorithmic systems is
gaining a lot of attention lately. With the continuous advancement of machine learning and artificial intelli-
gence, research and tech companies are coming across incidents where algorithmic systems are making
non-objective decisions that may reproduce and/or amplify social stereotypes and inequalities. There is
a great effort by the research community on developing frameworks of fairness and algorithmic models
to alleviate biases; however, we first need to understand how people perceive the complex construct of
algorithmic fairness. In this work, we investigate how young and future developers perceive these concepts.
Our results can inform future research on (1) understanding perceptions of algorithmic FATE, (2) highlighting
the needs for systematic training and education on FATE, and (3) raising awareness among young devel-
opers on the potential impact that the systems they are developing have in society.

There are only few studies that looked into how frequent users of the web perceive

personalization processes
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N1 Research Questions

s8I How users are perceliving personalization in information access systems, especially
when algorithms are guiding them into filter bubbles?

S How It affects their trust to an information access system?
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Methodology

Online Survey Study

4 .- I

Participants: 61 Active members of online 3 T

communities

Gender: 14 Female , 1 other 1.0 |

0.00% 20.00% 40.00% 60.00% 80.00% 100.00%
m Use of Search Engines Use of Social Media
Age Per. Specialization Per. | Education Level Per.
18 > 1.6% | Economics and Management | 14.8% | School Student 3.3%
19 -25 | 14.8% | Health Sciences 11.5% | Undergraduate Student 11.5%
26 -35 | 41 % | Humanities & Social Sciences | 18% | Masters Graduate 27.9%
36 - 50 | 29.5% | Maths& Physical Sciences 16.4% | PhD Graduate 8.2%
51 < 11.5 % | Technological Sciences 29.5% | College/University Graduate | 42.6%
High School Graduate 6.6% — rare

Table 1. Participants’ Demographics
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N1 Results: Awareness of Algorithmic Processes

Almost all applications that we use . . .
daily are driven by an algorithm Search engines/Social Media return the

same results to all users
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10.00% .

0.00% N
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N1 Results: Awareness of Algorithmic Processes

100.00%

90.00%

80.00%

70.00%

60.00%

50.00%

40.00%

30.00%

20.00%

10.00%

1-2 3

0.00%

m Algorithms treat all users in the same way

My interaction with social media and search engine content, may influence the content that will be
recommended to me in the future

Almost all applications that we use daily are driven by an algorithm

Algorithms treat all users in the same way

participants in the age group of 19 - 25 were
marginally statistically significant more negative
compared to other age groups

Kruskal — Wallis H test
H(5) = 11.169, p = 0.048
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N7 Results: Attitude Towards the “Filter Bubble”

90%
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1-2 3 4-5
®m Do you believe that you belong to a Filter Bubble when you are interacting in search engines and social media platforms
Being in a filter bubble is useful for me
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N1 Results: Data Sharing for Personalization

| would rather not receive any personalized content, if | won’t
have to share my data at all

| would prefer to receive less personalized content, If it meant
less data sharing

| am willing to share more data in order to receive more accurate
content

Consent to applications to use and manage their data, in the
expense of receiving more relevant content

| prefer to search for the information | want to retrieve, instead of
a recommendation algorithm deciding for me

0.00% 20.00% 40.00% 60.00% 80.00%
. 4 - 5 3 1 - 2 P I§I If:ggﬁgas SIISIE/EIRSITY OF
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Results: Transparency of Personalization Services

| would feel more comfortable if | could see the impact of my data on
the personilized content | receive

| would feel more comfortable if I could choose which of my personal
data are used for each type of content | receive

| would feel more comfortable if | was able to choose which of my
personal data will be used by the algorithm

| would feel more comfortable with personalization, If it was clear to
me how it was generated

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00% 70.00% 80.00%
m4-5m3 "1-2
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N] Results: Attitude towards Personalization

Over-personalization contributes to the perpetuation of stereotypes on the web

There Is a lot of bias on the recommended content through personalization

personalization provides me with diverse information

| like that through personalization | am receiving content recommendations that
are relevant to my interests based on my collected data

| like that through personalization | am saving time by consuming only
Information that interest me

| am receiving objective information through personalization

Personalization algorithms generate accurate predictions, based on my data

| trust how my personal data is being used for personalization

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00% 70.00% 80.00%

m4i-5 m3 n1-2
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Results: Data Sharing and Trust

Wilcoxon signed ranked test : z =-4.920, p<0.000
Participants (27%) Iindicated that they consent to applications to use their data for personalization, while 39%

stated that they do not trust how their data are being used.

Wilcoxon signed ranked test: z = -5.395, p<0.000
Participants indicating that although they consent to applications to use their data for providing personalization,
they are not willing to share more data in the future.
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|§| Overall

Enhancing the of algorithmic processes as well as the systems’
transparency.

M Strong relationship between the willingness of the user to for personalization,
and of the systems.

~ and the need to how their personal data would be used by

the algorithms.

Responses point to the need for on how the collected data impacts the
content they receive.

Through personalization they save time, confirming the
IN Information access systems today
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1 T0ols for user awareness

CYCLOPS is an example
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N] Current and Future work
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Understanding Human Perceptions of Image Tagging Algorithms

about explanations
* Help In

" a for understanding people’s
perceptions on ITA outputs and

" asan to help the general public In
understanding the risks when using applications that
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More information: https://faire.cyens.org.cy/
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Contact us: s.kleanthous@cyens.org.cy
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